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Abstract—In this paper, we present new models and algorithms ~ One of the key objectives of video online advertising is
for object-level video advertising. A framework that aims to to compose a relevant ad appealing to meet the interests of
embed content-relevant ads within a video stream is investigated targeted customers at the right time and the right place on
in this context. First, a comprehensive optimization model is e . .
designed to minimize intrusiveness to viewers when ads are f{he screen, avoiding mtrusweqess to Fhe receivers who are not
inserted in a video. For human clothing advertising, we design interested. In an effort to achieve this, It has been common
a deep Convolutional Neural Network (CNN) using face features for ads to be displayed at the beginning or the end of a
to recognize human genders in a video stream. Human parts video. Receivers are forced to view the ad, but they usually
alignment is then implemented to extract human part features jynqre it due to its irrelevance to their interests. In order to

that are used for clothing retrieval. Second, we develop a . the attracti dl the intrusi f ad
heuristic algorithm to solve the proposed optimization problem. Improve the altractiveness and lower the intrusiveness of ads

For comparison, we also employ the Genetic Algorithm (GA) 1O receivers, ads can be inserted at the time of playing a video,
to find solutions approaching the global optimum. Our novel and the relevance of ads to the video content of the receivers’

framework is examined in various types of videos. Experimental interests can be assured. In particular, it is desirable to make
results demonstrate the effectiveness of the proposed method for e nroducts advertised in ads relevant to the objects occurring
object-level video advertising. . - .
in a video stream. For example, a receiver may be a fan of
Index Terms—video advertising, content-based, object-level, movie star, Julia Roberts. When the receiver is watching the
optimization, in-video ads. movie, Notting Hill, he or she may be attracted by a skirt worn
by Julia Roberts. At that time, if an ad advertising a similar
. INTRODUCTION skirt pops up onto the screen, the receiver should be more
ECENT years have witnessed the rapid and consistenglgssible to be attracted by the ad, instead of feeling frustrated
increasing popularity of online advertising amongst adyy watching it at the beginning or in the middle of the video.
vertisers and publishers, coinciding with the advent of social Most current studies of online video advertising primarily
media and the ubiquity of the Internet. The huge potenti@lork on locating ads in an appropriate place in a sports video,
business opportunities existing in the online advertising markgérsonalized ads delivery in Interactive Digital Television
have attracted increasing interest in research into develop{ngTV), text-based video advertising, and video segment level
new advertising models for media, e.g., Google AdSknsedvertising. The earliest relevant work in advertising focused
YouTube overlay video adsand Yahoo! Vided. With the on finding an unimportant region that would not affect the
advancement of computer technology, online video has ieme of the scene in a sports video [7]. The region was then
come one of the most commonly used network servicagplaced with a product advertisement. These regions could be
Watching video online has moved from a niche activity to thetationary and empty areas without any content information.
mainstream, and Internet video, in particular, has experiencg&gparently, these methods are not applicable for ordinary
truly massive growth. According to Cisco [1], online videa/ideos because of the difficulty of detecting the unimportant
traffic will globally increase to 55%f all consumer Internet region. With the widely-used devices of IDTV, personalized
traffic in 2016. This growing revenue mainly came from onlinads can be easily delivered in such IDTV videos [8][9]. This
video advertising. The forms of online video ads are quitedvertising approach works by using viewer information, or
diverse, including flash ads, rich media ads, keyword ads aggrent or past users’ activities. These advertising systems de-
in-video ads. liver ads according to a user’s preference without considering
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to the real video content. The effectiveness of text-basedThe remaining sections of this paper are organized as
video advertising, therefore, is limited practically by the lowollows. Section Il describes the overall framework and the
relevance existing between the ad and target video. associated implementation details. Section Ill presents a new
Video segment level advertising, such as vADeo armptimization model for OLVA. In Section IV, the implementa-
VideoSense [2], aims at detecting scene changes in a vidiemm of HA and the GA are described to solve the optimization
and insert a related ad in an appropriate location of tipeoblem. In Section V, the strategies of displaying video ads
screen. Motivated by vADeo, as a simple form of videare discussed under the proposed framework. Experimental
segment level advertising without considering the contenterifications are conducted and discussed in Section VI. Sec-

relevance of the ads and video, VideoSense was proposied VII concludes the paper with suggestions for future work.

to detect ad insertion positions. It relies on video content
discontinuity and attractiveness to formulate an ad insertion
problem as a nonlinear integer programming problem [2].
The advantage of VideoSense lies in its ability to integrate

Il. OVERVIEW OF OUR FRAMEWORK

. Preliminaries

contextual relevance, i.e., global textual relevance and locaiThe following terms are clarified for describing our system-
visual-aural relevance, into the video advertising system. &ic framework:

later study further presented a contextual video advertisinge
system (AdOn), which supports intelligent overlay in-video
advertising [12]. In addition, Hongt al. introduced an inter-
esting system (VideoAder) for Web video advertising [15]. It
is able to leverage the well-organized media information from
the video corpus for embedding visual content-relevant ads
into a set of insertion points located by retrieval methods. To

Ad insertion point: A spot in the timeline of a source
video, where an ad can be inserted at a place in the video
screen. It is worth noting that, for OLVA, the selected ad
can be inserted around the target object. The ad insertion
time point is the time when the target object appears.
In addition, the ad insertion place is close to the target
object, but does not cover the objects in a frame.

maximize revenues, some researchers have explored a number Object: Objects are the main components of visual con-

of other factors that may affect the video advertising system,
including advertiser’s bid and user interaction [13]. Moreover,
Yadatiet al.introduced an in-stream video advertising strategy
by taking into account the emotional impact of the videos as
well as advertisements [14]. Recently, Wagtgal. reported an
interesting system that combines online shopping information
with an advertising video and directs viewers to proper online
shopping places [28]. Furthermore, Hetal. investigated the
multi-label learning problem for advertising videos [18]. The
proposed method has potential uses in solving the difficulty
of concept ambiguity and diversity in ad videos.

Despite the increasingly popularity of video advertising
research, OLVA has not yet been explored. This paper ad-
dresses the utilization of an informatics approach, proposing
the method, model and framework to solve the crucial issues
involved in the video advertising system, which can offer both
content-relevance and low intrusiveness to the receivers. Given
a particular unconstrained video, the proposed approach is
able to automatically detect occurring objects and select ads
that are relevant to the objects. Moreover, the selected ads
can be inserted at the time when the related objects appear.
The main contributions of this paper are twofold. First, a
new framework for Object Level Video Advertising (OLVA) is
proposed. Under the framework, a hybrid method for clothing
retrieval is introduced, which integrates human parts align-
ment, human body segmentation and gender recognition into
a unified framework. Second, to achieve a better relationship
of video ads and receivers, an optimization model is devel-
oped. A Heuristic Algorithm (HA) is proposed to solve the
optimization problem. For comparison, the Genetic Algorithm
(GA) [21] is also employed to solve the global optimization
problem with an appropriate encoding scheme for chromo-e
somes. Experimental results demonstrate the effectiveness of
our OLVA system, indicating that the proposed framework
may offer a promising solution for online applications.

tent in a video, such as humans, automobiles, beverages,
etc. In comparison to keyword advertising, OLVA views
an object as a keyword, and it works by retrieving the
ads that are related to the object. For different objects,
the retrieval methods for advertising may differ. At this
stage, we focused on five types of objects, i.e. human,
car, bottle, dog, and bicycle, as examples to illustrate
the concept of our proposed methodology. We like to
say that other types of objects can certainly be used in
our framework according to the design need of different
advertisement designers. It is worth pointing out that
identifying what types of objects may appeal to viewers is
beyond the scope of this paper, and readers may refer to
[25][26][27] regarding attention, vision, and the interplay
of psychology and marketing. For humans, we further
processed the features extracted from the human body and
used clothing retrieval for advertising (see Section IlI-C).
For the other four types of objects, we utilized a simple
category-based advertising strategy, i.e., we randomly
selected an ad from the ads pool on the condition that
the selected ad belongs to the same category as the target
object.

Shot: A shot is a particular sequence of pictures in a
video. We segment shots from a video and insert an ad
within the shot, not between two shots. Intuitively, for a
shot where many objects appear, it is more probable that
viewers will feel frustrated if ads are inserted into certain
frames of this shot. Therefore, to lower the intrusiveness
for the viewer, it is appropriate to select shots, in which
only a few objects (or even one object) appear, to insert
ads.

Video ad: A video advertisement image provided by
advertisers that can be inserted into a source video. In
real-world applications, video ads may be in various
forms, including texts, images, flash animations, video
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Fig. 1. Overview of our system framework Video

with Ads

clips, etc. In this paper, the ads are displayed by imagpst supply ads into the video is more likely to attract viewers’

that can be embedded with ads hyperlinks for onlingttention. Finally, given the selected object, which is regarded
advertising. as the target object for advertising and the candidate ad that is
about to be inserted into the video, we can design different ad
display strategies to insert the ads into the video. The video

embedded with appropriate ads is eventually transmitted to
The proposed advertising system comprises the followiRgewers or video players.

five components:
1) Shot segmentation using a threshold-based method that I1l. | MPLEMENTATION DETAILS

relies on the HOG (Histogram of Oriented Gradient) | this section, we present the implementation details of the

features; _ _ o _ aforementioned framework, which contain shot segmentation,
2) Object detection using discriminatively trained parfypject detection, and clothing retrieval.

based models;

3) Optimization-based object selection through formulaf. Shot Segmentation

ing and solving an optimization problem that considers A video typically consists of many shots. Each shot is a
both ads’ attractiveness and intrusiveness to viewersget of time-continuous frames, among which the background
4) Ads retrieval including two strategies, i.e., clothings the same. Many objects may appear in a single shot. In
retrieval for human and category-based retrieval fQfider to create low intrusiveness for users, at most one ad
other detected objects. that is related to the selected object can be inserted into a
Fig.1 presents an overview of our framework. Given shot. Before object detection and selection, a source video
source video, we firstly segment a video into a number akeds to be divided into shots. There is a large body of
independent shots using a threshold-based method [3]. Fterature examining shot segmentation. In this paper, we used
each shot, we perform object detection using discriminativellye threshold-based approach [3] to shot segmentation because
trained part-based models provided by [4]. Through this pref its simplicity. First, features, such as the HOG features, the
processing, we obtain certain information about each detecte®P (Local Binary Patterns) features, and color histograms,
object, including the object features, the object category, theere extracted. We calculated the distance of two adjacent
detection accuracy delivered by the discriminatively trainefdames in terms of extracted features. If the distance is larger
part-based models, and the object positional information thtan a predefined threshold, the two frames will be regarded as
indicates when the object appears, in which shot it appears, @ahe boundaries of two shots. In our implementation, we filtered
the position in which it appears on the screen. The achieveery short shots (less than 10 seconds) after shot segmentation
information is essential for the subsequent procedures. For ax-order to increase the ad display duration.
ample, the proposed optimization-based object section model )
relies on the identified object category, detection accuracy, dad Object Detection
object positional information for formulating an optimization Object detection, an important component in our frame-
model that takes the ads’ attractiveness and intrusivenessavtirk, enables us to accomplish object-level advertising. Many
viewers into account (see Section IV). As mentioned previesearchers have devoted much time and effort in dealing
ously, if the object selected by the optimization model is &ith the challenges associated with object detection. In this
human body, we further process the object features for clothipgper, we employ a popular method [4], which aims at dis-
retrieval by gender recognition, human parts alignment, clothesminatively training part-based models for different objects
feature extraction, and matching with ad images. On thdgth the HOG features. In the detection phase, it uses each
contrary, if the selected object belongs to other categories, medel to detect a class of objects that is associated with this
use simple category-based retrieval, which works by randomtyodel. The implementation details for this can be found in [4].
retrieving an ad that belongs to the same category as the objé&tte method returns a regression value, ranging from -1 to 1,
The rationale behind this simple strategy is that we can malksich indicates the probability that the detected image block
use of a priori knowledge to increase the attractiveness of belongs to a certain type of object. In practice, the detected
ad. For example, if the selected object is a dog, embeddiimgage block can be categorized into a type of object when

B. Our Framework
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the returned value is larger than a predefined threshold. Tt
value can be regarded as a measure of detecting confide
level, which has been used in our optimization model (st
Section V). It is worth noting that each detected objec
is associated with a set of other information, including it e
category and its position in the frame. Accurately finding
region of object and regions of many objects in images
videos and efficiently dealing with background jitter, occlusio
and shadow in outdoor scenes are still challenging problergig > Fram

With the popularity of deep learning, recently, researchers
have reported some new methods with promising results forqyman parts alignment or human parts detection [5] is
object detection. The discriminatively trained part-based mode{pable of detecting different parts of the human body, such
employed under our framework can be replaced by othgg the foot, hand, arm, etc. The rationale behind this method
recently reported methods [31]. is that, regardless of how the poses of a human body change,
. . the parts of the human body remain unchanged. After this
C. Clothing Retrieval human parts alignment, extracting features from each part is

As previously mentioned, five types of objects, i.e., humagyitical for clothing retrieval [6]. Similar to the work reported
car, bottle, dog and bicycle, are detected in our system. Faf6], we use one human upper body and one human full body
a human object, viewers may be interested in what he or s@ector to detect 18 upper-body parts and eight lower-body
is wearing. Hence, if we insert a related clothes ad here, itdarts [5]. Human parts detection results can be found in Fig.2.
more likely to attract the viewers to click on the ad than if it Image segmentation aims at segmenting different objects
was inserted elsewhere. To identify a related clothes ad, yean image [10][11]. We can also use a similar approach to
further process the features extracted from the human bogBment a human body from the background. In line with the
and use the clothing retrieval method for advertising. In thigork reported in [16], we utilized a data3etith 5,000 human
section, we design a new method for clothing retrieval, whighndy pictures to train a model to differentiate the human body
is visually presented in Fig.2. The method contains two majfpm the video background. Human segmentation results are
components: human parts feature extraction, which is utilizegown in Fig.2.
to separate the human parts features from the image backafier the above-mentioned two steps, we can extract the
ground, and gender recognition, which is used to recognigg8man body features by comparing the human body seg-
human gender so as to search ads in different databases. Eaghtation result with the features from each human part.
human body has been identified by a rectangular block usiggnsequently, the background features underlying the detected
the object detection technique (see Section Ill-B). In practicgyman block can be filtered out. Three types of features
directly using the features of an entire human body for cIothiquuding HOG, LBP and color histogram are extracted. The
retrieval does not perform well, because a mismatch of upgghture extraction of an ad picture adopts a similar process.
outer garment and lower garment may occur. Human paggsed on these features, we can calculate the distance between
alignment or part-based detection has been proven to Y@uman’s feature vector and an ad picture’s feature vector for
effective for matching human parts for clothing retrieval [6]clothing retrieval.
However, the extracted human parts may still contain certainz) Gender RecognitionWe have trained a six-layer deep
packgrgund featurgs. In particular, the background of an ggyn (Convolutional Neural Network) [17] for gender recog-
image is usually different from the background of the targefition. The first four layers in our used deep CNN are
human body. These background features, regarded as nQisgwolutional layers and the remaining two are fully-connected
may subsequently affect the clothes matching performangguers. The output of the last fully-connected layer is fed to a
Therefore, a human body segmentation approach is necessgiy.way softmax, which produces a distribution over the male
for filtering out the background features in the detected humgfy female faces. Contrast normalization layers follow the
body block. On the other hand, if we only use the human bodyst and second convolutional layers, and max-pooling layers
features to search for the most relevant ad in the ads datab@§fow poth response-normalization layers. In order to reduce
a mismatch of male clothes and female clothes may also ocqyferfitting, data augmentation and dropout [19] are employed.
In order to avoid this problem, we use gender recognition {ge implement data augmentation by randomly extracting a set
classify the human of interest into male or female by facg 96x96 patches (and their horizontal reflections) from the
detection. Thus, if the human gender is male/female, we matphg .1 28 images. These extracted patches are used for training
the human body features with the ads in the sub-database §gf network. The implementation details of deep CNN can be
male/female clothes. found in [17].

1) Human Feature Extraction:Feature extraction of a 3) Feature Matching: Three types of features, i.e., HOG,
detected human body block includes two main procedurg$sp ang color histogram, are concatenated to form a flat

human parts alignment, which aims at avoiding a mismatch o . \ve extracted these features using an open Iibrary
upper outer garment and lower garment in clothing retrieval,

and human body segmentation, _WhiCh is utilized to filter outspp://openresearch.baidu.com/activitycontent.jhtmi?channelld=411.
the background features underlying a detected block. Shttp:/Awww.vifeat.org/
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The HOG features are extracted from color images. Supposgieeo clips will appear even more complicated. Consequently,
the feature vector of an ad image is denoted Fis = the intrusiveness for viewers will become high. By considering
[h1, he, ..., ], and the feature vector of a human in théhese six factors that may strongly influence the performance
video is represented af’ = [h], hs, ..., h),]. According to of an OLVA system, improving attractiveness and lowering
empirical study [20], the Jensen-Shannon Divergence (JSBirusiveness of ads, from a mathematical perspective, turns
symmetric and numerically stable when comparing two emout to be an optimization problem. In the following, we give
pirical distributions and performs well for color and texturethe detailed problem formulation and the potential methods
We used the JSD to calculate the distance of the two featdinat provide solutions to the problem.
vectors in the form of:
3¢ / A. Problem Formulation
dyso(H, H') = o log — 241! log —20m__ (1) : . :
JEDASS " ghm+h;n m 108 hm + b, The video containsV® shots, which can be represented

. L ' bly S = {s; f\fl For each shot, it contains N? objects
By the calculation of this distance, we can find the MOSL  ecented by, — {OH}le’ and the set of all the obiects
relevant ad in the database with respect to the target human’ ¢ adg=l )

is represented by = {Oi}fV:Sl.Our objective lies in deciding
IV. OPTIMIZATION FRAMEWORK which shot should be inserted with ads and which object will

To determine which shot to insert with ads and whicR€ the target object in the shot for advertising. .
object will be the target object in the shot for advertising, Supgiose we have the following design variables R"",
we formulate an optimization problem by considering several o N? N
factors that may affect the effectiveness of our OLVA systen,€ 10~ » ¥i € [t7:, x = 21,y oy ], @i € 40,1},
First, from the aspect of ad distribution over a video strearﬁ,ndy = YooVl Yi = [y“’ o Yigs - Yine s Yij € {01},

it is expected to insert ads scattered in the video streaf}€'®¥i andy; ; |nd|caFe whether shatand object; in shot .
are selected, respectively. Here, we set that only one object

because forcing users to view many ads repeatedly durin%a _ ) : .
short period of time may cause them to feel quite frustrate] AN _be selected in each Sh(.)t' We wil se_IM:bbJegts in total
ifferent shots. Each object is associated with an ad. We

Second, many objects can be detected in a video shot. ﬁ%signate the selected shofs &5 — {s'}Y . the selected
different types of objects, different types of ads can be; — isi=1
yp ) P ects as0* = {0} ,, and the ads related to the selected

inserted corresponding to the objects. From the perspectﬂpﬂ! . i . . :
of advertisers, it is desirable to insert as many differerquec:_s’ asA” = {aj};7,. Fig.3 presents an illustration of the
types of ads possible, because the more diverse the type?%?c lon process.
ads are, the more probable the viewers are to be attracted 4.5 s ()
by the ads. In other words, it is better to select different
categories of objects as the target objects for advertising. . ;

g J g J 9. opesso @e _ ‘i Z) e@

Third, object occurrence frequency is usually different. Some

m=1

objects may frequently appear, while others appear only once.sseeisios s ° °
It is meaningful to insert ads associated with the frequently
occurring objects, instead of the rarely occurring ones. Qr¥e%iets© o

the one hand, frequently occurring objects are usually more . .ac A e
important than rarely occurring objects. On the other hand,

based on our advertising strategy, the time that the inserfgg 3- lllustration of OLVA selection process

ads corresponding to the frequently occurred objects remairfrs the preceding discussion shows, several factors need to
on the screen is longer. Thus, it is more likely to attradte considered for modeling. We have divided the considered
the viewers' attention if we choose the frequently occurrin@gctors into three categories:

objects as target objects for advertising, in contrast to choosing Time Dispersion, which indicates ad distribution over
the rarely occurring objects. Fourth, from the positional aspect a video stream. According to [2], all of the selected ad
that an object appears on the screen, the important objects insertion points are expected to be uniformly distributed
or focused objects in a shot are usually located around the along the timeline of the source video, so that the ads
center of the screen. Therefore, if a few objects are detected will not be densely inserted at only a few local points.
in a shot, it is desirable to select the objects which frequently It is better to insert ads that are dispersed as evenly as
appear around the center of the screen as the target objects. possible in the video stream. The optimal solution is that
As a result, the inserted ads should be more likely to attract the time interval of any two adjacent selected shots is
the attention of viewers. Fifth, the detecting confidence level the same. In other words, the ad distribution is uniform,
of each object identified by the detection method [4] must i.e., TW whereT" represents a video’s playing time. In
be considered, because it is critical for an OLVA system to the optimization process, we can use the minimum time
assure the relevance between the object and the ad. Finally, itis interval of any two adjacent selected shots as a variable to
desirable to insert ads in a clean shot, i.e., a shot that contains reflect the time dispersion. Apparently, the limitation of
only one, or very few, objects. Many objects appearing in this minimum time interval 'S% For simplicity, instead

a single shot may make the content-plot of a video clip of using the actual time span, we use the index of a shot in
complicated. If we insert ads into such a shot, the resulting the shots sequence to indicate the minimum time interval
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in the form of:

Dt = argrknin(ﬂ(lk —i| i xy)),
( p, a=0
g(a) ;
a, a#0
where p is a very large number. Thus, for each pair
of selected shotgi, k), we calculate the difference of
indexes of these two shots. Then, we choose the minimum
difference to reflect the degree of time dispersion.
Category Diversity, which represents the diversity of the
categories of selected objects. As we retrieve the relevant
ads for objects, the categories of objects imply the cate-
gories of related ads. According to [29], consumers are
likely to become irritated when the same ad appears too
frequently. The more diverse the categories of inserted ads
are, the larger probability that viewers are attracted by the

@)

can be obtained by the object detection procedure, as
discussed in Section I1I-B. LeD;; denote the distance
between the center of obje¢tin shoti and the center of
the video screen. Finally, with respect to the intrusiveness
created by inserting an ad associated with objedh
shoti, we definel; ;, the number of objects appearing
at the time spot in which an associated ad is inserted, to
quantitatively represent intrusiveness. Based on the above
notations, local attractiveness and intrusiveness can be
defined in the form of:

L=x > ((5114?]' +&Fy+83/(DF; + 1) +8a/Lij) - w3 - yij), (4)
id

where&; + & + &3+ &4 = 1, and&y, &, &3, &4 represent
the weighting parameters to balance the importance of
each considered factor. In our experiment, we &et

0.5, & = 0.1, & = 0.1, & = 0.3. In addition, the four

ads the publisher may achieve. To make the category of component¢;, F; ;, 1/(D;; + 1) and1/I;; have been
ads diverse, varied types of objects can be selected. The normalized in the range(0,1].

category diversity with respect to objects can be definedgy considering these factors, we can formulate an optimiza-
by: tion model in the form of

D= ﬁzz]\ lf((C{'] —C%) i Yij - Ths  Yrt)s
0. a=0

{ 1, a#0 7
where CY; denotesthe category of object;;, i.e., the :
object j in shoti. Here, we use an integer to represent Yowi =N,y wiyij = N,x; € {0,1} ;5 € {0,1},
the category of an object. wherew,, w, andws arethree predefined weighting param-

« Local Attractiveness and Intrusiveness which is only eters. In our experiment, we set — w, — ws — 1, which
related to the selected object in a shot. It comprises fogdicates that factorD!, D¢ and L are equally important.
factors: 1) the detecting confidence level of a detectegtcording to our observation, most videos under studied
object; 2) the occurrence frequency of the object; 3xamples work well under this setting and performance does
the distance between the object and the center of thgt vary significantly with this setting. The model parameters
screen; and 4) the intrusiveness brought by inserting @nour optimization model may be time-varyingly optimized
ad associated with the object. It is worth noting thadccording to contents of videos. It is worth noting that ad
some researchers have suggested that strengtheningdffftion is also an important factor for advertising [27].
visibility and animation effect of banner advertisementgiowever, it is quite difficult to combine this factor into our
can attract users’ attention [30]. Thus, they were naturalpptimization model, as the ad duration time is a continuous
considered as factors in our optimization framework. Wegriable. In our implementation, an object can be selected as
leave this interesting problem to future research regardiggcandidate for advertising if its duration in the shot lasts for
psychological reactions to ads using the methodologigs least 3 seconds. If an object is selected as an advertising
of industrial design, marketing, and advertising. First, Weyrget in our simulated environment, the ad duration is set to,
denote the value of the detecting confidence level of thg most, 10 seconds. Thus, the ad duration varies depending

objectj in shoti as Af;. Second, for the calculation of on the appearance duration of the target object. If the duration

the occurrence frequency of an object in a shot, we utilizf 3 target object is greater than 10 seconds, the associated ad
different strategies for different categories of objectgjyration is fixed at 10 seconds.

For humans, we identify different persons in a shot by
face clustering. We compute the occurrence frequengy proplem Solution

of a person by counting the number of frames in which . )
the person appears. For other categories of objects, we>uppose that each shot contains the same number of objects

achieve the occurrence frequency of an object by usirﬁ%” then there ar@ﬁsN(f_V solutions in total to the optimiza-
the number of frames in which the object in the samion problem as shown in Eq.(5). When the number of shots

category appears. Suppose that the number of occurren%@g objects is large, the searching space for optimization will
of all of the objects in shot is N’ and the number of dramatically increase. According to our experience, for the
occurrences of the selected objgdn shoti is N;;..The case of 100 shots, 10 objects in each shot, and inserting five

' _ ' ' s ads (i.e.N = 5) in the video, it will take approximately
frequency of objecy in shoti is defined ast;; = —+. one day to solve the problem if we use the exhaustive search.
Third, the positional information of a detected objecTo improve efficiency, we developed a Heuristic Algorithm

max h(X,y) = w; - D' + wy - D*+ w3 - L
(3) =wy -argmin(g(|i — k| - z; - zx) )+
T wQ'vaklf((c%*sz)'-Ti'yij'xk'ykl)+ (5)
ik,
wy - 5 2 (A +EF+&/ (DY + D)+ /L) - wi - yig)s
.5

s.t.
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(HA) to provide a solution to the problem from a local data®lgorithm 1 HA algorithm:
view. The detailed algorithm is described Adgorithm 1. Initialize: setthe values of the elements inandy to O (i.e., “not
The basic idea here is that we find the best object and shofgr')ee‘(f;ted");
In each.search step unt¥ ijects arg f-ound-. A'thf’“,gh this For each object in an unselected each shot, calculate the score
HA easily becomes stuck in local minima, it exhibits a fast  according to the objective function if it is selected;
convergence speed. Usirggorithm 1, a solution can be Select one object in one shot with a max score, and set the
found by searching onlyNVN, (N* — (N — 1/2)) steps on accordingz; to 1, andy;; to 1;
average. until The number of selected objects &,

For comparison, we employ the Genetic Algorithm (GA) Return: _solution vectorx andy .
[21] to solve the problem from a global data-view. Prior

TABLE |

to executing the main procedure of GA, we encode the DATASET STATISTICS OF AD IMAGES
X ) X N°+ NZ" . Cataggory of ads | Numberof ads images| Numberof subcategories

chromosome, which is a solution vectore R i=1 in Bicycle 365 1
Car 342 1

the form of Dog 725 1
Drink 3258 4

z2=[XY] = [X, Y1, Yns] Man clothing 6008 2

/shot objects Woman clothing 10447 16

= T ' (6)
[1'1, oy TNy Y11y oy YIND 5 o5 YNsLy ooy !/NSNIOW]-
objects m shotl ohjocts 1n St have considered video ad placement and frequency. Recently,

) ] ] Hsieh and Chen discussed how different information types
GA operates with a collection of these binary chromosomegect viewers’ attention in Internet advertising [26]. In their

called a population. The population is randomly i”itia”zedexperiment, a banner ad was displayed at the top of a video
GA uses two operators to generate new solutions from existiBgmple. Krishnan and Sitaraman conducted a measurement
ones: crossovey which works by combining two chromo- gdy on the effectiveness of video ads based on a real online
somes, called parents, together to form new chromosomggieo delivery network [27]. They analyzed the impact of
called offspring, andnutation, which aims at introducing ran-pre_rol|, mid-roll, and post-roll ad positions on the likelihood
dom changes into genes of chromosomes. It is worth pointifigt 4 viewer would watch the ad to completion. These ad
out that the developed GA in this paper is slightly differenfjsplay strategies are quite common within enterprise videos,
from the conventional GA due to the exerted constrair‘@,_g_, YouTube and Yahoo! Video. VideoSense [2] suggested
2 = N3 wi-yij = N,ai,ys; € {0,1}, existing in the that an ad may be embedded in an unimportant area of a
optimization model. For initialization, we randomly seléﬁt_ video frame. In fact, there are many options for displaying ads
shots and set the selectedto 1 so as to meet the constraingy, ysing our object-ad relevance enabled advertising system.
>_xzi = N. On the other hand, we select one object in eacfhecifically, an ad can be displayed: 1) at the beginning or
shot and set its corresponding design varialg, 10 1IN end of a video; 2) at the end of a selected shot; and 3) on
order to meet the constraif z; - y;; = N. In Crossover an ynimportant area of the screen in a selected shot. The first
operation, we view components Y, ¥y,... Y, ShOWN in girateqy has been widely employed in current online video
Eq.(6), as gene units in each chromosome. Thus, the crossayfgls, e.q., YouTube and Yahoo! Video. These sites, however,
operation involved in our GA is similar to the conventionabsua"y do not consider the relevance between displayed ads
GA. In the mutation operation, we separately address thaq the video content. The second strategy is quite similar to
componentsx and y,(u = 1,2,..., N*) if each of them is \vjgeoSense [2], but our method does not require any textual
selected to execute the mutation according to the predefingfhrmation. Additionally, as mentioned previously, textual
mutation rate. Concretely, for componentwe exchange the jnformation tends to only provide a rough description of
binary values of one previously selected shot and one of th& video. The resulting relevance is not sufficient to bridge
other shots that are not selected in the current step; for egg8 semantic gap between video contents and ads. On the
componenty,, we randomly select one of the other objectyontrary, the object-level relevance empowered by our system
which is not selected in the current step, and set its valygpyides an alternative way to maximize the value of video
to 1. In our experiment, we set the population size to 20Qgs. The third strategy is a straightforward option, which is
the crossover rate to 0.25, the mutation rate to 0.01, and §g&ilar to the pop-up flash ads adopted by many websites. An

maximal number of iterations to 200. unimportant area could be a corner of the screen. In this study,
we used this strategy by embedding the ad in the right-lower
V. AD DISPLAY STRATEGIES corner Of the screen.

The achieved solution to the optimization model enables us
to make a decision about objects and shots that are optimally VI. EXPERIMENT
selected for advertising. Moreover, each object has now begn Dataset

successfully associated with a relevant ad. The subsequenfy eyaluate the performance of our proposed framework, we
work focuses on determining precisely how to display the aggstly puilt a large-scale dataset containing 21,145 ad pictures,

in a video stream. In fact, in the fields of marketing and advefhich were collected from an online shopping welsit&/e
tising, a large body of literature exists that investigates how

to attract viewers’ attention [25]. However, very few papers "www.taobao.com
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collectedsix categories of ad pictures: bicycle, car, dog, bott
female clothing, and male clothing. A few keywords were us
for searching ad pictures.In particular, for bottle, we used
keywords (i.e., sub-categories): “Chinese spirits”, “red win
“beer”, and “imported wines”; for male clothing, we use
the keywords: “male T-shirt”, “male shirt”, “male wind coat” .
“male jacket”, “male vest’, “male jeans”, “male fur’, “male (a) (b) (©
leather wear”, “male Chinese garments”, “male suit”, “male

snowsuit”, and “Chinese tunic suit”; for female clothing, wérig. 4. Failure examples. L, o -,

used keywords: “female T-shirt”, “suspenders”, “female shirt”, VIDEO DATASET STATISTICS
“wedding dress”, “evening dress”, “one-piece dress”, “female Video | Video name Runime | Numberof | _Numberof
" o " o« " o« " o« ID ] (minute) | shots detectedobjects
vest’, “female fur”, “female leather wear”, “cheong-sam”, *fe- /IR L -2 i
ma!e Wmd_coat , “female Chlne_zse garments”, fem_ale smgl_et , Ve Coeimgparadise 2 3 508
chiffon shirt”, “female snowsuit”, and “female business suit”. v gg_;g: ga;;g:;gt; : a o
Table | shows the dataset statistics of the six types of ad e e 0 e =
. V9 Prisonbreak 43 329 646
plctures. V10 | Thebig bang theory 21 157 740
. V11 The fast and the furious 1 14 101 249
On the other hand, 13 videos were colleétehd used VIZ | Thefast and the furious2| 13 o2 293
3 ) . . V13 The matrix reloadedl 46 358 877
for testing videos. The videos were selected in a way that . LT 5750
they have a representative coverage on different video genres. TABLE IlI

Also, the target objects we focused on in this paper occur RESULTS OF OBJECT DETECTION IN OUR DATASETND AND NWD
in these videos frequently. We embedded a fixed number of REPRESENT THE NUMBER OF DETECTED OBJECTS AND WRONGLY

. . ; .. . DETECTED OBJECTS IN CORRESPONDING CATEGORRESPECTIVELY)
ads, i.e.,N = 5, in our simulated advertising environment.

. . . Video Object Category

Table Il presents the statistics of videos with respect to D Bieycle Botle Car Dog Human
. ND [ NWD | ND [ NWD | ND | NWD | ND [ NWD ND NWD
runtime, the number of segmented shots, and the number of v ol 0 o 0 |1 1 0] 0 [35]| 8
. . . . . V2 12 12 1 1 31 6 5 5 1835 61

detected objects. Since this work concerns the basis of object V3 T 1 [ 2] 1 [12] & [ 5] 5 |88 10
. . . Va 33 0 0 0 0 0 0 0 4 3

relevance, the performance of object detection delivered by the V5 0o 0 [0l 0 [T 1 [0 0 [ 35 8
. . . V6 12 12 1 1 31 6 5 5 1835 61

method [4] is critical to our system. Table Ill summarizes the V7 i1 1 [8] 1 [0 0 [0 0o [ 5 7
. . . . V8 0 0 10 0 1 1 0 0 158 9

results of detection accuracy over different categories in the v 5 0 [ ol 0 [45| 6 [3] 0 [30] 15
. . . V10 3 3 0 0 4 3 9 1 52 1

used videos. The top three categories with respect to average v 224 [0 0 [ 3| 9 [ 3] 3 68| 13
. V12 8 8 2 0 11 11 0 0 719 14
detection accuracy are human, car, and bottle. Although the Vi3 11 1 [0 0 [34] 15 [ 1] 1 |51 12
. All 71 31 24 4 807 66 62 17 5516 174

performance of detection accuracy depends on the types of rag. 5634 8333 9Lz 7258 9655

videos, it is quite reasonable that these three categories of -A<=¥®
TABLE IV

objects usually occur in a video. In particular, the average
GENDER RECOGNITION RESULT(CV-5 REPRESENTS

detection'accuracy fqr humang rgaches 96.85%. This indicates CROSS5-VALIDATION )
the easy Implementatlon Of bu”dlng relevance bEtween human [ Model | Fealure_extra_ction\ Classifier | Test data] Accurag/(%) |
objects and ads, especially clothing ads. As shown in Table I, o B e e T—ovee— ]

6,480 human objects were detected from all of the used videos.
However, some of these human objects may be of low qualig/, Gender R -
e.g., blurry images. Fig.4 shows some failure examples wheh ender Recognition
we conducted our experiments on the video “The big bangTo evaluate the performance of our designed CNN on
theory”. Some regions were detected and wrongly classifiégnder recognition, we firstly tested our model on the LFW
as human body. To increase the performance of our systétataset, in comparison to the model reported by Shan [23].
we developed a pre-processing strategy to filter out the 1€ assigned 8@ for training and 20%for test. The average
quality human objects. Specifically, we used the Viola-Jon@§curacy based on cross-5-validation is listed in Table IV. It
face detector to perform on each block Containing a humﬁqC'E&F that CNN delivers better performance than the method
object. The detector returns a value, indicating the probabilifjtroduced by [23]. We also list the gender recognition result
that the detected area belongs to a human face. If this valf@ng CNN in our dataset, as shown in Table V. The average
was smaller than a predefined threshold, we filtered out tFRcognition rate is 94.98%, which suggests the feasibility of
corresponding human object. As a result, 3,530 human objedt#izing gender recognition in the clothes advertising frame-
were filtered out, and the rest of the 2,950 human objects wa&¥erk. It is noted that there is no human object left in the
used for the subsequent procedure, i.e., clothing retrieval. Fifleo Cycling Paradisefor gender recognition after the pre-
gender recognition, the dataset that we utilized to train CNINocessing strategy which is used to filter out low quality
is the Labeled Faces in the Wild (LFW) [22]. The datasétman objects as mentioned in the last section.
contains faces of 5,749 individuals including 10,256 male ) )
images and 2,977 female images. To mitigate computatioftal Clothing Retrieval
load, we resized the images into a resolution of 128x128. Currently, we define that two pieces of clothing are relevant
if they are in a similar color and style by manual evalua-
8videos were downloaded from Internet and only used for research purpogen. We use a ranking-based criterion for evaluation [24],
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TABLE V
ACCURACY OF GENDER RECOGNITION USINGCNN IN OUR SYSTEM

Video Numberof Numberof wrongly
ID humanobjects | recognizechuman genderg
V1 220 4
V2 961 20
V3 250 15
\Z3 B B
V5 29 11
V6 91 7
V7 101 9
V8 14 1
V9 357 18
V10 507 32
V11 96 7
V12 97 2
V13 227 22
All 2950 148

Avg. Accuracyfo) 94.98

Precision@k (a ranking of the topk retrieved images). As
described in Section IlI-C, we introduce a new framework
for clothing retrieval, which integrates human parts alignment
(HPA), human body segmentation (HBS), and gender recogni-

Fitness Value

10 20 30 40 50 60 70 8 90 100
Iteration

Fig. 7. Convergence curves of GA.

TABLE VI
RESULTS OF CLOTHING RETRIEVAL ON PRECISION ATLO

[ Method [ HPA T HPA + HBS[6] | HPA + HBS +GR

Color relevance| 0.12 | 0.21 | |
Stylerelevance | 0.13 | 0.14 [ 0.26 |

tion (GR). For comparison, we summarize the results in Table

VI in terms of precision at 10, using different techniques for 1) HA vs. GA: To quantitatively evaluate the performance
clothing retrieval. Fig.5 visually illustrates the comparativef our proposed optimization framework for video advertising,
results against the number of retrieved clothes. It is worfle summarize the average optimal fitness values, delivered
noting that the method that uses human parts alignment &y HA and GA, over all of the videos in Table VII. For

human body segmentation (i.e., HPMBS in Table VI), is

comparison, the time cost of HA and GA is also listed. For

similar to the work reported in [6]. We can observe thajlarity, the optimal fitness values searched by HA and GA
the hybrid method outperforms the other methods to a larg@er different videos are visually illustrated in Fig.6. The
degree. Moreover, it is observed that the precision resufisnvergence curves of GA over different videos are plotted
produced by our system are relatively low. This is caused Ry Fig.7. The results of GA are based on the average result by
the fact that the image quality has been largely affected durifghdomly running 10 times. It is observed that GA performs
the video compression process and by human pose variatiggtter than HA over all of the videos. The proposed HA is
The selection of high quality images for clothing retrieval stilnore possible to stuck local optimum. On the contrary, the
presents a challenging problem, which we leave to future woiA has better capability of searching optimal solutions in a

0.45 045
—s—HPA —=—HPA
0.4 = # -HPA+HBS 0.4 = # -HPA+HBS
HPA+HBS+GR HPA+HBS+GR
0.35 035
03 03
5 5
i SEU B 025
S BRSO 5
0 02 Tt 2 o02
a a
0.15 0.15
-
01 01
0.05 005
0
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
k k
@) (b)

Fig.5. Clothing retrieval according to: (a) color relevance; (b) style relevance

Fitness Value
,oN oW
cbmibNvbwias

°

®HA
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Fig. 6. Optimal fithess values over different videos using HA and GA.

D. Overall Optimization Framework

global space. But the convergence speed of HA is around 193
times faster than GA. This suggests that HA may constitute
a promising option for online applications because of its low

time cost.

3 3
o 25 o 25
g 2 8 2
3 3

15 | 15 |
1 1
V1 V2 V3 V4 V5 V6 V7 V8 V9 V10V11V12Vi3

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10V11Vi2Vi3

d lecti mOurF k

(b)

u Our k =]

()
Fig. 8. Overall performance: (a) Attractiveness; (b) Comfortableness.

2) Overall Performance:To measure the effectiveness of
our optimization framework, we can compare our method
with the baseline approach that simply selects ads randomly
to insert into a video from the given ads pool. Here, the
optimization method that we tested is HA. Similar to [2], we
conducted a subjective user study. 22 graduate students from
a computer science department were invited to participate in
the user study. Each individual was assigned 13 videos used
in this work. When viewing each of the results produced by
the two ad selection methods, i.e., our optimization framework
and the random selection method, the evaluators were asked to

This section evaluates the overall performance of our framgive a score from 1 to 5 (with a higher score implying better
work. First, we compare the optimization performance of HAatisfaction) in terms of the attractiveness and comfortableness

and GA. Second, the overall effectiveness of our systemdeeated by the inserted ads in a video:

measured.

1) Attractiveness: for each ad, did you think the ad was

1551-3203 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/T11.2016.2605629, IEEE
Transactions on Industrial Informatics

10
TABLE VII
COMPARATIVE RESULTS USINGHA AND GA VIl. CONCLUSIONS
SN LY This paper presgnts new models. and algorithms for OLVA
Time cost (sec) | 016 | 3089 under an optimization framework. First, we develop an OLVA
system, which involves numerous techniques, such as shot
TABLE VIII X ) X . .
AVERAGE SCORES OF DIFFERENT VIDEO ADVERTISING METHODS segmentation, object detec’Flon, and_ clothing retrieval. A new
Method RandomSelection | OptimizedSelection (our method CIOthIng ret”eval methOd IS aISO IntrOduced- Second; we
e ——or o propose a mathematical modeling method for the optimization
of video advertising by taking into account several factors,
including the ad’s time dispersion, category diversity, and local
attractve as you viewed the video? attractiveness and intrusiveness to users. Third, we develop
2) Comfortableness: for each ad, did you feel comfortabln HA to provide solutions to the optimization model using
as you viewed the video? local information. For comparison, we also employ the GA,

a stochastic global optimization algorithm, to optimize the

. . . T 'odel with an appropriate encoding scheme for chromosomes
videos are visually illustrated in Fig.8(a)-8(b), and the overaélnd using global information. Experimental results clearly

alverf?ged resluILs arﬁ sum_mquze_zd |r; Table Vk”I' Th? resuﬁﬁmonstrate the effectiveness of our proposed framework. In
clearly reveal that the optimization framework can Improvg,,re work, it would be interesting to further investigate what

performance on both the attractiveness and comfortablen s of video ad placements and what designs of ads in videos
dimensions. This indicates that the proposed framework Mgy, o ima| using well-established theories in industrial design,

constitute a promising solution to real online applications f%arketing, and advertising. The view from different angles of
video advertising. Furthermore, in order to evaluate the eff jects has not been considered under our framework. It is

gf aclj dispIa;(; .stratejgies 9” duser’; viewinr? (;a)t()pefrienc?, _V\%‘?orth a further examination. In addition, we did not include
evelop an ad insertion point detection method by formulating iy tactors in our optimization framework, such as shot

anoth'er'optimization model for ad display. The detailed mod ngth, ad duration, and ad frequency. These may also affect
description and performance evaluat.lon can be fOU”F’ In e effectiveness of video ads, and are worthy of further study.
supplementary document. Our subjects for evaluating the
performance of our system were limited to a small group of

college-aged students. The response results may be slightly
deviated from real online users’ attributes and behaviors. W] Cisco. Visual Networking Index: Forecast and Methodology, 2013-2018.

. . URL: www.cisco.com/c/en/us/solutions/collateral/service-provider/ip-
need to conduct a large-scale user study on more videos in ngn-ip-next-generation-network/whiteaper c11-481360May 2014.

future work. [2] T.Mei, X. S. Hua, S. Li, “VideoSense: A contextual in-video advertising

" ; T system,”IEEE Trans. on Circuits Syst. Video Technebl. 19, no. 12,
In addition, regarding our optimization framework, we op. 1866-1879, Dec. 2009,

asked participants the question, “Would you have continued 8] G. pal,et al., “Video shot boundary detection: a review;"Rnoc. IEEE
watch this video?” Most of the participants indicated that when  Int. Conf. Electrical, Computer and Communication Technolodieds,

. : : pp. 1-6.
they knew that the same video sources were prowded in oth ﬁ D. Forsyth, “Object detection with discriminatively trained part-based

online channels, they would change to these video channels 10 models” Computer vol. 47, no. 2, pp. 6-7, 2014.
avoid the ads. This finding is in line with much extant researckp] Y. Yang and D. Ramadan, “Articulated human detection with flexible

Spipo g ; mixtures of parts,1EEE Trans. Pattern Anal. Mach. Intellvol. 35, no.
on ad irritation [29]. Then, under the assumption that there 12, pp. 2878-2890, Dec. 2013,

were no other channels on which to watch these videos, thg s. Liu, z. Song, G. Liu, “Street-to-shop: cross-scenario clothing retrieval
participants were asked to give a score from 1 to 3 (a score of via parts alignment and auxiliary set,” #roc. IEEE Conf. Comput.

« . . P ” Vision Pattern Recogn. (CVPR3012, pp. 3330-3337.
1 meant “No, immediately stop continuing to watch”, a scor ] M. Lopez-Nores, Y. Blanco-Feaindez, J. Pazos-Arias, “Cloud-based

of 2 meant “I could bear these ads, and | would continue t0" personalization of new advertising and e-commerce models for video
watch”, and a score of 3 meant “The ads had not affected consumption, The Computer Journalol. 56, no. 5, pp. 573-592, 2013.

s : ” [8] R. Redondo.et al., “Bringing content awareness to web-based IDTV
my viewing, and | would continue to watch”). The average advertising,"IEEE Trans. Syst. Man Cybern. C, Appl. Reul. 42, no.

score in our experiment was around 2.02, which suggested 3, pp. 324-333, May 2012.
that participants could tolerate the ads and would continue 8] D. Véras,et al, "A literature review of recommender systems in the

watch a video associated with ads using our method. tzegi‘ggon domain,Expert. Syst Applvol. 42, no. 22, pp. 9046-9076,

In our proposed framework, the computational cost mostio] D. Mukherjee, Q. M. Jonathan Wu, and T. M. Nguyen, “Gaussian

comes from object detection object selection based on our mixture model with advanced distance measure based on support weights
Lo ’ . . and histogram of gradients for background suppressi®EE Trans.
optimization model, feature extraction from detected objects, |ng. informat, vol. 10, no. 2, pp. 1086-1096, May 2014.

ads retrieval. In our experiment, the object detection proce€ss] H. Liu, et al., “Intelligent video systems and analytics: a survé§FEE

i icerimi ; i _ i Trans. Ind. Informat.vol. 9, no. 3, pp. 1222-1233, Aug. 2013.
using the Discriminatively tram.ed Part base.d Model reqUIriZ{ T. Mei, et al, “AdOn: toward contextual overlay in-video advertising,”
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